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The choice of activation functions significantly affects the performance of
deep learning models. Therefore, the activation functions of neural networks have been widely
researched. The aim of this research was to construct an activation function that contributes to
highly accurate and stable deep learning. We focused on the Beltrami coefficient of the
quasiconformal mapping: Beltrami coefficient represents the distortion of the mapping at each point.

In this research, we constructed a complex-valued activation function that has a probabilistic
Beltrami coefficient. The constructed activation function showed better performance compared with
baseline activation functions in the experiment utilizing a simple deep neural network on several
benchmark datasets.
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