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Deep learning models are known for their high expressive power. However,
their behavior can be significantly altered by small perturbations in the input, which poses severe
concerns in reliability. We have achieved two main results that mitigate and handle such small
malicious perturbations. First, we showed the existence of architecture of deep learning models that

is robust against malicious perturbations that adversely affect other models. We also showed a new
application of the malicious perturbations in the domain adaptation of object recognition. Both
papers have been accepted by an international journal, IEEE Access.
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