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研究成果の概要（和文）：White matter hyperintensities（WMH）とその老化がこの研究の焦点です。 WMHは、
T2-FLAIR脳MRIに見られる神経放射線学的特徴であり、脳卒中および認知症に関連しています。 臨床研究による
と、患者のWMHの量は、時間の経過とともに減少、同じまま、または増加する可能性があります。 ディープラー
ニングを使用して、WMHの進化と脳卒中病変のセグメンテーションの共同予測を実行することにより、WMHの進化
の正確な予測モデルの開発に成功しました。 WMHの進化をより正確に予測することにより、医師は認知症の患者
のための患者固有の治療法を作成することができます。

研究成果の概要（英文）：White matter hyperintensities (WMHs) and their evolution over time are the 
focus of this research. WMHs are neuroradiological features seen in T2-FLAIR brain MRI and 
associated with stroke and dementia. Clinical studies indicate that the volume of WMHs on a patient 
may decrease (i.e., regress), stay the same, or increase (i.e., progress) over time. 

In this project, we successfully developed a more accurate predictive model for WMHs evolution using
 deep learning by performing joint prediction of WMHs evolution and stroke lesions segmentation. 
Furthermore, auxiliary input of stroke lesions probability maps also improved the performance of our
 model. These findings are important because (1) they confirmed previous clinical studies which 
elucidated that is as strong correlation between WMHs evolution and stroke lesions and (2) more 
accurate prediction of WMHs evolution can help physicians to create patient specific treatment for 
dementia patient.

研究分野： Computer science

キーワード： White matter lesions　Progression of WMHs　Disease prediction model　Deep learning　Dementia
　Alzheimer's disease
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令和

研究成果の学術的意義や社会的意義
In aging society like Japan, it is important for physicians to be able to predict the progression of
 neurodegenerative diseases such as dementia and Alzheimer's diseases. With our proposed model,  
physicians can perform patient specific treatment for dementia patient.

※科研費による研究は、研究者の自覚と責任において実施するものです。そのため、研究の実施や研究成果の公表等に
ついては、国の要請等に基づくものではなく、その研究成果に関する見解や責任は、研究者個人に帰属します。
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1. 研究開始当初の背景 (Background & Key Issues) 

(1) Previous studies have shown that the volume & shape of White Matter Hyperintensities 

(WMHs) on a patient may decrease, stay unchanged, or increase over time (i.e., evolution of 

WMH). 

(2) WMHs are associated with dementia, Alzheimer’s Disease (AD), stroke, and multiple sclerosis 

(MS). 

(3) Predicting the evolution of WMHs is challenging because: 

①. the rate of WMH evolution varies across studies and patients,  

②. it involves a high degree of uncertainty, and 

③. influencing clinical factors are poorly understood. 

2. 研究の目的 (Main Objective) 

(1) Predicting Disease Evolution Map (DEM) for the WMHs by using neural networks. 

 

3. 研究の方法 (Research Method) 

(1) Probabilistic U-Net with Adversarial Training was proposed to capture uncertainties in the 

prediction process of WMHs evolution. Unlike deterministic model, this model can produce 

multiple predictions of DEM (see figures below). 

  
(2) Volume Interval Estimation 

We argue that it is better to perform our proposed evaluation approach called Volume 

Interval Estimation (VIE), where not only it estimates the future volume of WMHs (VPE), but 

also it estimates the minimum volume of future WMHs (MinVE) and the maximum volume of 

future WMHs (MaxVE). We do this by Dropping prediction channels of growing WMHs for 

MinVE and shrinking WMHs for MaxVE (see figures below) 
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4. 研究成果 (Results) 

(1) U-Net vs. Probabilistic U-Net 

Table 1 shows the performances of U-Net and Probabilistic U-Net for predicting the spatial progression 

of WMHs (shown in Dice Similarity Coefficient (DSC)) and in volume point estimation (VPE). Following 

the original paper that proposed the Probabilistic U-Net, we first used T2-FLAIR at first assessment (t0) 

and true DEM as inputs to Posterior Net. However, this approach was outperformed by the U-Net 

model. By, consequently, changing the input of Posterior Net to be T2-FLAIR at second assessment (t1) 

and true DEM, the model using Probabilistic U-Net outperformed U-Net in our experiments. These show 

that the input data for the Posterior Net in the Probabilistic U-Net should differ from the input data for 

the other modules of this probabilistic architecture (i.e., U-Net and Prior Net). Table 2 also shows that 

the Focal Loss (FL) cost function produced better prediction results than the weighted cross entropy 

(WCE) in both DSC and VPE for all experimental settings. 

 

Table 1. Results for U-Net vs. Probabilistic U-Net 

 
 

(2) Probabilistic U-Net with Adversarial Training 

We investigated whether applying adversarial training with different input images can improve the 

performance of Probability U-Net. Table 2 shows that adversarial training with T2-FLAIR at t0 and true 

DEM slightly improved the prediction produced by Probabilistic U-Net in VPE (Error) and DSC (Stable). 
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Table 2. Results for Probabilistic U-Net with Adversarial Training 

 
 

Figure below also shows that the predicted DEM produced by adversarial training more closely followed 

the true DEM by removing the small false positive clusters in the prediction results. These experiments 

show that, while Probabilistic U-Net without 

adversarial training consistently produced some 

of the best prediction results in terms of DSC, the 

Probabilistic U-Net with adversarial training 

predicted more realistic DEM, closer to the true 

DEM, and with better VPE values. Additionally, 

U-Net with adversarial training produced better 

prediction results than the original U-Net 

without adversarial training. 

 

(3) Volume Interval Estimation 

Table 3. Results for Probabilistic U-Net by using Volume Interval Estimation 
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Table 3 shows the performances of the deep learning models evaluated using VIE. The percentage of 

patients with correctly predicted DEM (i.e., subjects with shrinking and growing WMHs correctly 

predicted as having shrinking and growing WMHs respectively) is given by the metric called “CP” 

(Correctly Predicted). We also calculated the percentage of patients having their true future volumes of 

WMHs (Tt1V) correctly estimated and located between MinVE and MaxVE, and expresses it under a 

metric named “CPinEVI” (Correctly predicted in Estimated Volume Interval (EVI)). Lastly, “(CP+WP)inEVI” 

shows the percentage of correctly and wrongly predicted patients with their Tt1V still located between 

MinVE and MaxVE.  

 

Both “CPinEVI” and “(CP+WP)inEVI” are important for better interpretation and higher confidence in our 

predictive model. Metric “CPinEVI” is important not only in evaluation but also in real-word 

testing/inference. A predictive model with higher rate of “CPinEVI” in testing means that there is a high 

probability that the Tt1V lies between the predicted/estimated MinVE and MaxVE produced by the 

predictive model. On the other hand, “(CP+WP)inEVI” captures difficult cases where the future volume 

of WMHs is wrongly predicted by the predictive model but the Tt1V still lies between the 

predicted/estimated MinVE and MaxVE. These cases happen mostly when the WMHs volume change 

from t0 to t1 is very small. For example, a patient with WMHs volume of 5 ml at t0 and 5.5 ml at t1 (i.e., 

growing WMHs) is wrongly predicted by the model to have future WMHs volume of 4.5 ml (i.e., 

shrinkage in the total WMHs volume at t1) while having predicted MinVE and MaxVE of 4 ml and 6 ml 

respectively. 

 

The results in Table 3, show that Probability U-Net with adversarial training using T2-FLAIR for t0, t1, and 

true DEM produced the best results in all metrics of VIE. While the rate of CP is the same with the 

Probabilistic U-Net without adversarial training, Probabilistic U-Net with adversarial training using T2-

FLAIR for t0, t1, and true DEM produced better results than other probabilistic models in “CPinEVI” and 

“(CP+WP)inEVI” (48.68% and 57.89% respectively). It is worth to mention that the best result for 

“(CP+WP)inEVI” was produced by the U-Net with adversarial training using T2-FLAIR for t0 and true DEM 

(i.e., 59.87% respectively). However, as shown in Table 2, it did not outperform any Probabilistic U-Net 

settings in DSC and/or VPE. 

 

Lastly, one can argue that higher rates of “CPinEVI” and “(CP+WP)inEVI” can be produced by expanding 

the VIE itself (i.e., smaller value of MinVE and larger value of MaxVE). However, as shown in Table 3, the 

predicted values of MinVE and MaxVE from different predictive models are relatively close to the 

predicted VPE in all settings (calculated by performing MinVE - VPE and MaxVE - VPE for the whole 

dataset). 
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