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Creation of a technological platform for robot reinforcement learning with
safety and reliability
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In this stud¥, we introduced a reinforcement learning framework that
provides the necessary safety and reliability for robots to learn physical tasks involving contact
with the environment and tools. Specifically, we developed theories and algorithms to enhance safety
by reducing collision risks during trial and error, and to ensure reliability by alleviating policy
oscillations due to insufficient experience samples. Additionally, we applied this framework to
various tasks involving physical contact using actual robots and validated its effectiveness.
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