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New Approach to Deep Learning by Introducing Language Model for Drastic
Improvement of Automated Driving Reliability
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A semi-supervised learning method was created to improve the accuracy of
parking vehicle shape reconstruction for unlearned data. It is difficult to generate a large number
of correct shapes of parking vehicles for measured real-world data, resulting in a loss of accuracy.

In contrast, this method improves accuracy with only a small amount of supervised training data.
This was achieved by combining pseudo correct value generation, active learning, and consistency
regularization methods. For the generation of pseudo correct values, we created a method that uses
self-supervised learning with VAE and a method that determines the consistency of the estimated
shape with the model of the correct shape. With this method, we confirmed that with only 16% of the
supervised data, the accuracy of estimating the shape of a parking vehicle is equal to or better
than the marginal performance at 80%.
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