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We consider a stochastic optimization Eroblem over the fixed point sets of
nonexpansive mappings on Riemannian manifolds. The problem enables us to consider Riemannian
optimization problems over complicated sets, such as the intersection of closed convex sets. For
such a problem, we propose a Riemannian fixed point optimization algorithm, which combines fixed
point approximation methods on Riemannian manifolds with adaptive learning rate optimization
algorithms. We also give convergence analyses of the proposed algorithm. The analysis results
indicate that, with small constant step-sizes, the proposed algorithm approximates a solution to the
problem. Consideration of the case in which step-size sequences are diminishing demonstrates that
the proposed algorithm solves the problem. We also provide numerical comparisons that demonstrate
the effectiveness of the proposed algorithms.



(sparsity)

®) [ : 21760062, 23760077] © I
15K04763, 18K11184]

Springer Nature Numerical Algorithms IF 2.1

AISTATS
International Conference on Artificial Intelligence and Statistics 2023



2.1

1CML

International Conference on Machine Learning 2023

Pacific Journal of Optimization
Springer Nature Numerical Algorithms IF

(C) 24K14846



10 10 0 3

Sakal Hiroyuki liduka Hideaki

Convergence of Riemannian Stochastic Gradient Descent on Hadamard Manifold 2024
Pacific Journal of Optimization -
DOI
liduka Hideaki 95
Theoretical analysis of Adam using hyperparameters close to one without Lipschitz smoothness 2023
Numerical Algorithms 383 421
DOI
10.1007/s11075-023-01575-0
Sakal Hiroyuki liduka Hideaki 52
Riemannian Adaptive Optimization Algorithm and its Application to Natural Language Processing 2022
IEEE Transactions on Cybernetics 7328 7339
DOI
10.1109/TCYB.2021.3049845
liduka Hideaki 52
Appropriate Learning Rates of Adaptive Learning Rate Optimization Algorithms for Training Deep 2022

Neural Networks

IEEE Transactions on Cybernetics

13250 13261

DOl
10.1109/TCYB.2021.3107415




Naganuma Hiroki liduka Hideaki 206

Conjugate Gradient Method for Generative Adversarial Networks 2023

Proceedings of The 26th International Conference on Artificial Intelligence and Statistics 4381 4408
DOI

Sato Naoki Hideaki liduka 202

Existence and Estimation of Critical Batch Size for Training Generative Adversarial Networks 2023

with Two Time-Scale Update Rule

Proceedings of the 40th International Conference on Machine Learning

30080 30104

DOl

Sakai Hiroyuki Sato Hiroyuki liduka Hideaki

441

Global convergence of Hager--Zhang type Riemannian conjugate gradient method

2023

Applied Mathematics and Computation

127685 127685

DOl
10.1016/j .amc.2022.127685

Zhu Yini liduka Hideaki

Unified Algorithm Framework for Nonconvex Stochastic Optimization in Deep Neural Networks

2021

IEEE Access

143807 143823

DOl
10.1109/ACCESS.2021.3120749




liduka Hideaki 34

€ -Approximation of Adaptive Leaning Rate Optimization Algorithms for Constrained Nonconvex 2023
Stochastic Optimization

IEEE Transactions on Neural Networks and Learning Systems 8108 8115

DOl
10.1109/TNNLS.2022.3142726

liduka Hideaki Sakai Hiroyuki 90

Riemannian stochastic fixed point optimization algorithm 2022

Numerical Algorithms 1493 1517
DOI

10.1007/s11075-021-01238-y

5 0 5

Hiroki Naganuma Hideaki liduka

Conjugate Gradient Method for Generative Adversarial Networks

The 26th International Conference on Artificial Intelligence and Statistics (AISTATS)

2023

Naoki Sato Hideaki liduka

Existence and Estimation of Critical Batch Size for Training Generative Adversarial Networks with Two Time-Scale Update Rule

The 40th International Conference on Machine Learning (ICML)

2023




Naoki Sato Hideaki liduka

Theoretical Analysis of Two Time-Scale Update Rule for Training GANs

The 10th International Congress on Industrial and Applied Mathematics (ICIAM)

2023

Yuki Tsukada Hideaki liduka

Line Search Methods for Nonconvex Optimization in Deep Learning

The 10th International Congress on Industrial and Applied Mathematics (ICIAM)

2023

Hiroyuki Sakai Hideaki liduka

Adaptive Learning Rate Optimization Algorithms for Riemannian Optimization

The 10th International Congress on Industrial and Applied Mathematics (ICIAM)

2023

2023

352




https://iiduka.net/default




