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Good data pre-processings are important for various subsequent data science
tasks. Therefore, a universal algorithm for data pre-processing is required. The main goal of this
research is to build versatile algorithms for constructive (or active) data pre-processings which
involve noise reduction and pruning of unwanted dimensions in data. The main results obtained within

the research period are as follows.
(1) Fundamental models based on probabilistic neural networks and algorithms handling them, for
constructive data pre-processings were constructed.
(2) Through constructing high-quality statistical approximation algorithms and proposal of extension
model fused with sparse modelling, we have extensionally developed probabilistic neural networks.
They are expected to realize truly general-purpose constructive data pre-processings.
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