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This research aims to reduce unnecessary calculations in CNN models, and the
dimensionality reduction in the channel direction is 1) the most efficient means of reducing
parameters without reducing accuracy, and 2) also contributes in terms of hardware implementation.
The study results showed that it is relatively easy to prune channels with low frequency. In this
study, we used the SE-ResNet Attention algorithm and demonstrated from experimental results that it
is possible to speed up the learning curve by using a binary method in the process of determining
the feature map to be attended to. We clarified that the average channel reduction rate is
approximately 50% in three blocks of ResNetl4 configuration, which is a uniquely compact ResNet

configuration.
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