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Several intrinsic defects in the current graph learning technology have hindered its widespread
success. This project addresses these defects and promotes advancements in graph learning models.

Many of the ideas created in this project have already diffused in the academic and industry
community.

This project has resulted in many advances in graph learning techniques. We
have designed new learning architectures that achieved remarkable performance improvement. We have
developed new models for heterogeneous graphs. We have proposed new practical strategies for working

in various imperfect environments. We have successfully applied our approaches to many real-world
applications.
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There has been a surge in research on analyzing graphs with machine learning techniques,
or graph learning. Especially, graph embedding aims to learn low-dimensional vector
representations, or embeddings, for nodes in a graph. The learned embeddings encode
structural and semantic information transcribed from the graph and can be used as the
extracted features for downstream graph analysis tasks. Meanwhile, graph neural
networks (GNN), as a generalization of convolutional neural networks (CNN) (proposed
initially for Euclidean data such as images, text, videos) to non-Euclidean graph-

structured data, have been rapidly developed over the past few years.

The current graph learning technology is still at its initial stage. Several intrinsic
defects hinder it from achieving immense success and being widely applied in industry.
This research aims to remedy these defects and promote evolutions in graph learning

models.

We based our approaches on recent advancements in deep learning, along with traditional
methodologies in graph theory (connectivity, graph flow, graph spectral theory, graph
decomposition, graph isomorphism), statistical machine learning (Bayesian inference,
kernel methods, ensemble learning, model selection and evaluation, optimization theory,
imbalanced learning, Monte Carlo methods, generative models), and signal processing
(Fourier transform, sampling theory, spectral estimation, filters, time-frequency
analysis, control theory). Leveraging these foundations, we proposed new approaches
focusing on graph-based structures. Then, we validated our approaches using real-world

applications.

This project has resulted in 20+ publication in three years. The main outcomes consist

of the following aspects.

¢ New graph learning architectures. Traditional GNN architectures combine node
feature aggregation and feature transformation using learnable weight matrix in
the same layer. This makes it challenging to analyze the importance of node
features aggregated from various hops and the expressiveness of the neural network
layers. As different graph datasets show varying levels of homophily and
heterophily in features and class label distribution, it becomes essential to
understand which features are important for the prediction tasks without any prior
information. We decoupled the node feature aggregation step and depth of graph
neural network, and empirically analyzed how different aggregated features play a
role in prediction performance. We showed that not all features generated via

aggregation steps are useful, and often using these less informative features can



be detrimental to the performance of model performance. Based on these findings,
we proposed new architectures with selective aggregation of node features from
various hops, which have achieved remarkable improvements up to 51.1% over the
SOTA models. The related work has been published in CIKM 2022, Journal of
Computational Science (vol.62, 101695, 2022), and CAAl Transactions on
Intelligence Technology (vol.8, pp.14-28, 2023).

Handling heterogeneous graphs. Unlike traditional homogeneous graphs,
heterogeneous graphs contain multiple types of nodes and edges, representing a
more general form of graph data. To address this complexity, we have developed
approaches for graph learning and embedding in heterogeneous graphs. In Information
Sciences, vol. 570, pp.769-794, 2021, we introduced a novel unsupervised embedding
method called the Projected Graph Relation-Feature Attention Network (PGRA). This
approach addresses the incompatibility between various relations and captures rich
semantic information in heterogeneous graphs. In Machine Learning, vol.112,
pp.4227-4256, 2022, we tackled the notorious down-weighting issue of the current
methods, which disregards individual node information. We developed a simple yet
effective single-level aggregation scheme that performs relation-specific
transformation to obtain homogeneous embeddings before aggregating information

from multiple types of neighbors, thus elegantly avoiding the down-weighting issue.

Learning in imperfect environments. Existing models overwhelmingly assume ideal
experimental conditions, but real-world scenarios are often far from ideal. For
instance, in real-world graph data, 1) there is often missing or noisy information;
2) the nodes tend to follow unbalanced, long-tailed class distributions; 3) the
nodes are often associated with multiple labels. These factors render current
techniques, which were originally designed for ideal experimental environments,
inadequate for real-world applications. We have conducted extensive research to
address these various challenges encountered in practical scenarios. As a result,
we have proposed a series of practical and targeted methods, which are detailed
in our publications including ECML-PKDD 2022, PAKDD 2023, Remote Sensing (vol.14,
3295, 2022), Remote Sensing (vol.14, 4479, 2022).

Real-world applications. We have validated the proposed approaches in various
real-world applications, including incident prediction, product recommendation,
citation recommendation, text classification, donation prediction, popularity
trend prediction, missing biography prediction. These have been published in ECAI
2023, EMNLP Findings 2021, AAAl 2022, CIKM 2021, Machine Learning (vol.113,
pp-2093-2127, 2023), Complex & Intelligent Systems (2024), Scientometrics (vol.127,
pp-233-264, 2022).
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