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The main goal of our research is to implement the method of using contextual features
for improving semantic parsing problems. We also study how unlabeled data could help to
implement semantic parsing model further. As a result, we exploited word—cluster models
to model a large un—annotated corpus, to extract features for discriminative learning
models. In addition, we also introduce a novel semi supervised learning model for semantic
parsing with ambiguous supervision. We applied the forest-to—string method for learning
the synchronous model between semantic representation and natural language sentence. We
also present a novel two—phase framework to learn logical structures of paragraphs in legal
articles using machine learning and integer linear programming.
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1. WFIEBAA S D 5
Recent works on semantic parsing are based

on supervised machine learning approaches

[ZETO7] [WON 07] [KATO7] [RE09] [NGUOS]. Like

other works, our model [NGUO8] is based on
supervised learning model which needs a

corpus of natural language sentences and

its logical form. Those supervised




learning models have focused on parsing
sentence in isolation. Unlike those
methods, [ZET09] considered the problem of
learning to interpret sentence whose
underlying meanings can depend on the
context in which they appear. They have
modified their previous model [ZET07] by
introducing a hidden—variable variant of
the perceptron algorithm.

Poon and Domigos [P0009] have developed an
unsupervised semantic parsing model using
Markov Logic. Liang et al (2009) have shown
a less supervision learning model that
learns to  correspond to  semantic
representation and natural language
sentence. The significant of this approach
is that we do not need human effort in
annotating training data. In addition, the
unsupervised learning models could attain
the state of the art results on several
domains such as Robocup, sport—casting,
and weather forecast [LIA09]. However, the
limitation of unsupervised models is that
it depends on too much on the language
domain. In addition, unsupervised models
work well on simple (short) sentences and
simple meaning representation, but it is

difficult for dealing with complex
sentences and meaning representation
[LI1A09].

2. WHROED

The purpose of this research aims at
studying how well contextual information
and unlabeled data are contributed to the
performance of semantic parsing and
natural language generation. We also
studied how contextual information could
be adaptively applied for legal domain.

3. WD HIE

In this project, the main goal of our
research is to implement the method of
using contextual features for improving
semantic parsing problems. We also study
how unlabeled data could be used to
implement semantic parsing model further.
As a result, we exploited word-cluster
models to model a large un—annotated

corpus, to extract features for
discriminative learning models. For
semantic parsing, we designed a

semi—supervised model to the problem of
semantic parsing in ambiguous supervision.
We incorporated word-cluster model to
enrich feature space and kernel matrix for
semantic parsing problems. In addition to

investigate appropriate semantic parsing
models for general domain, we study how we
can exploit semantic parsing model to the
legal domain. The main problem is that a
sentence in a legal domain is often long
and complex. Multiple sentences within a
paragraph are strongly related. We would
like to utilize these relations within
legal paragraph in order to exploiting
semantic parsing.

One of the important
transforming NL sentence to logical form
representation is how to evaluate them. In
the project we focus on applying textual

issues for

entailment for evaluating natural
language generation.

4. WFFERCER

(1) We performed the proposed
semi—supervised learning models for
various natural language applications

including part of speech tagging, legal
processing, and text summarization. All
the results are reflected that our
semi—supervised model is effective

(2) We then apply it to the problem of
semantic parsing that maps a nature
sentence to a meaning representation.
The limitation of semantic parsing is that
it is very difficult for obtaining
annotated training data in which a
sentence corresponding with a semantic
representation. We proposed a semantic
parsing approach for ambiguous training
data using maximum entropy model. The
semi—supervised learning model as
mentioned above is then used for ambiguous
training data. Experimental results on the
standard data showed that the proposed
method efficiently works well on ambiguous
data.

(3) We have developed a semantic
generation system, which wused the
contextual information to obtain an

appropriate sentence forgiven a semantic
representation. We applied the
forest—to—string method for learning the
synchronous model  between  semantic
representation and natural language
sentence. The multiple best outputs of
the generation are obtained, and the
appropriate one 1is selected using the
contextual information with a re-ranking
algorithm.

(4) In addition, we also introduce a novel
semi supervised learning model for

semantic parsing with ambiguous



supervision The main idea of our method
is to utilize a large amount of data, to
enrich feature space for machine learning
models using in the proposed semantic
learner. We empirically showed that
word-cluster features obtained from
unlabeled data, are effective for both the
string kernel SVM method and the maximum
entropy model. A careful evaluation of
the proposed models on standard corpora
showed that our methods are suitable for
semantic parsing.

(5) One of the main goals I would like to
achieve is to investigate current semantic
parsing techniques to the legal
domain. However, this adaptation task is
not straightforward because legal
sentences are often long and complex. In
some cases, we need to parse all legal
sentences within a paragraph, to determine
the meaning of each sentence. The goals of
this task are recognizing logical parts of
law sentences in a paragraph, and then
grouping related logical parts into some
logical structures of formulas, which
describe logical relations between
logical parts. We present a
two—phase framework to learn logical
structures of paragraphs in legal articles
using machine learning and integer linear
programming.

(6) One of the important issues is the
problem of recognition of textual
entailment (TE). Our goal 1is to
investigate this research direction for
legal domain. In this year, we have
recently  published the paper on
recognizing textual entailments for both
Japanese and Vietnamese. The main idea of
our method is to apply machine-learning
models in which rich linguistic features
are investigated. In addition, we proposed
to use multilingual features for our
textual recognition models. The
multilingual features are obtained by
using a machine translation system to
translate textual entailment data from
other languages (such as English). We
participated the shared task competition
for Japanese (RET NTCIR-9RITE 2011) in
this year and our team achieved the first
rank.

novel
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