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Efficient analysis method for unreliable labeled data
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In the analysis of real data such as the biological signals, the given labels are
often unreliable. Because, objects to be measured inherently contain some physical and biological
uncertainty, and some labels might be incorrectly assigned by human intuition. Whereas, reliable labels
would be available for a small portion of the samples. In such case, a semi-supervised learning method
is effectively applied to analyze the data, estimating the label values of samples. In addition, it is
favorable that the estimated label values provide us the degree of confidence of each sample. In this
research, we proposed a novel method of semi-supervised learning, incorporating logistic functions into
label propagation in order to accurately estimate the label values as the posterior probabilities. We call
this method logistic label propagation (LLP). In addition, we proposed a novel optimization method for
LR by directly using the non-linear conjugate gradient method in order to apply to LLP and to reduce
the computational cost. Our proposed methods achieve the better estimation of degree of confidence and
the faster computation times compared with the ordinary methods.
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Our method IRLS-Cholesky
Time (Sec.) Time (Sec.)
Optdigits 0.57 5.61
Gisette 61.59 16371.24
Isolet 21.03 9033.63
Semeion 0.32 70.69
p53 199.82 36749.59
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