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In most current speech feature extraction methods, only low-order statistical information is extracted. In
order to improve the robustness, we proposed a speech signal processing method in a reproducing kernel
Hilbert space (RKHS). We first proved a theoretical analysis of the proposed framework, and showed a
connection of the trade-off problem in machine learning and noise reduction. (From theoretical aspect,
we proved that the trade-off problem in machine learning and noise reduction is essentially the same).
Based on the theoretical analysis, we applied the framework for speech enhancement, and voice activity
detection problems. Based on our application experiments, we showed that the proposed framework can
be well used on speech processing and obtained improvement compared with several traditional noise

reduction methods.
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1. WFZERRAR S W DT =

Feature extraction can be regarded as to find a
transform  function based on optimizing
(minimizing) a cost function. Usually, the cost
function is measured by the reconstruction error
which is a function of the input signal and the
transform function. Generally speaking, the
feature extraction is an ill-posed inverse problem
since two different acoustic signals may have the
same representation (i.e., one to many inverse
problem). In order to make the problem to be
well-posed, constraints on the transform function
should be given. For example, the transform
function is chosen as a linear operator to estimate
the second-order correlation information of the
signals. = Most  currently used  feature
representations, for example, the linear prediction
coefficient (LPC), Mel frequency cepstral
coefficient (MFCC) are such kinds of
representations. These representations, however,
are not robust to noise interferences. We show an
example in Fig.1. Left panel is the representation
for clean speech while the right one is for the
noise condition (train noise with SNR 5dB).
From this figure, we can see that the speech and
noise can not be separated in this representational

space, i.e., the speech is easily distorted by the

| noise interference.

Fig.1 MFCC spectrum of a clean speech signal

(left panel) and of the noisy one (right panel)
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Speech signals are a special type of acoustic

signals. They are produced by the speech

production organs carrying linguistic information.
They have special statistical regularities which
are different from other kinds of acoustic signals.
The traditional linear transform can not reflect
their nonlinear and high-order statistical
information, hence is easy to be distorted by
noise. In this project, we try to design a new type
of signal processing framework which explores
the nonlinear and high-order statistical
information of speech, and is not easy to be

distorted by noise interferences.

3. BRIEOJTIE

We propose a new type of feature extraction

method that uses a nonlinear transform function

to explore the nonlinear and high-order statistical
information. But the estimation of the nonlinear
transform function from noisy and limited
observations is an ill-posed problem. We need to
put constraints on the functional space for
solving the ill-posed problem. The regularization
theory is widely used to solve the ill-posed
inverse problem. In this study, we propose to

estimate the nonlinear transform function in a

regularized reproducing kernel Hilbert space

(RKHS). The detailed procedures are:

e Recording the clean speech signal corpus as
well as the noisy one based on which the
nonlinear transform function is estimated in
the framework.

e Designing the data-dependent kernel
functions which are suitable for noisy robust
speech feature extraction.

e Designing the constraints on the nonlinear
function which can bring robustness in
speech feature extraction.

e Optimal

selecting  the  regularization

parameter by consideration of the trade-off



between the noise reduction and speech
distortion.

e  Applications and evaluations of the proposed
algorithm, i.e., extracting a new type of
feature for robust speech applications. In this
project, we will test the algorithm on noisy
robust automatic speech recognition (ASR)
and voice activity detection (VAD) since
these two applications in noise environments
are still challenge problems in speech

engineering.

4. WFFERCR

The tradeoff between noise reduction and speech
distortion is a key concern in designing noise
reduction algorithms. This study proposes a novel
framework for noise reduction by considering this
tradeoff. We regard speech estimation as a
function approximation problem in a regularized
reproducing kernel Hilbert space (RKHS). In the
estimation, the objective function is formulated to
find an approximation function by controlling the
tradeoff between approximation accuracy and
function complexity. For noisy observations, this
is equivalent to controlling the tradeoff between
noise reduction and speech distortion. Since the
target function is approximated in an RKHS,
either a linear or nonlinear mapping function can
be naturally incorporated in the estimation by a
“kernel trick”. Traditional signal subspace and
Wiener filtering based noise reduction can be
derived as special cases when a linear kernel
function is applied in this framework. We first
provided a theoretical analysis of the tradeoff
property of the framework in noise reduction.
Then we applied our proposed noise reduction
method in speech enhancement and noisy robust

speech recognition experiments. Compared with

several classical noise reduction methods, our

proposed method showed promising advantages.
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