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In this study, we focused on the problem of parameter estimation in one of
the kernel methods, specifically Support Vector Regression (SVR). We developed a method to estimate
the parameters of nonlinear Support Vector Regression using penalized likelihood and derived several

lemmas to establish the theoretical foundation. Additionally, through the application to real
datasets, we confirmed that the method is sufficiently practical for actual data applications. For
the sake of theoretical research, we also conducted studies related to Reproducing Kernel Hilbert
Spaces (RKHS) beyond just Support Vector Regression.
During the research period, we made seven conference presentations and had one paper accepted and

published. With the support of the Grants-in-Aid for Scientific Research (KAKENHI), we were able to
achieve these results.
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