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The goal of this research is to develop optimization mechanisms in resource
management for large-scale, virtualized, and highly-complicated information systems. Especially, we
focused on resource management mechanisms for memory and networks, in contrast to the conventional ones
for processors. We developed a memory management mechanism for virtual host environments and
application-oriented network management mechanisms for widely distributed systems which use SDN
(Software-Defined Networking) technologies. Those developed mechanisms were proved to achieve performance

improvement in use-cases: an SDN-enhanced job management system for cluster computing and an SDN-enhanced
TDW (Tiled Display Wall) system deployed on wide area networks.
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