(®)
2011 2013

Proposing new sapmling algorithms

Masaki, Yamamoto

1,600,000 480,000

Tutte

There are two main outcomes in this research project. We prove that, 1: counting p
aths and cycles are #P-hard (i.e., it is hard to exactly compute the numbers.), 2: they are inapproximable
(under RP 1is not NP). Since the structure of a path and a cycle is close to that of a tree, we hope that
our results give some insights into approximately counting trees which is a subproblem of approximately co

mputing Tutte polynomials.
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