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Proximity data analysis for large and complex data
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i o The proximity data is made of similarity or dissimilarity between two objects.
The typical statistical methods to analyze the proximity data include Multidimensional Scaling (MDS ) and
Clustering methods. However, since the data becomes larger and more complicated recently, sometimes the
existing method does not provide the interpretable result and/or does not work because of the amount of
computation.
Therefore, in this study, for large and complicated proximity data, we propose new statistical methods

via an approach by symbolic data analysis, by using subspace, by simultaneous analysis with existing
method and dimensional reduction method.
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