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Feature extraction using Grassmann representation and its structural metric for
brain signal processing
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We treat problems to extract intrinsic features efficiently from variational
patterns, such that patterns are obtained as sequential images or faces, time series of brain signals. We
aﬁprogimate these patterns by linear subspaces, and investigate the structure of the set of linear spaces
that is Grassmann manifold or Grassmannian. We introduced a probabilistic distance metric, Mahalanobis
distance to Grassmannian to improve the classification performance. Furthermore, we extend the
Grassmannian representation by using the soft-thresholding technique. The standard Grassmannian
representation hardly divide the signal subsEace and noise subspace, on the other hand, the extended
Grassmannian representation softly divides them. We applied these proposed techniques to various
classification problems including brain signal processing, and show its performance.
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| Method | Error [%] | SD [%] |

GMDI1 2.83 7.88
GMD?2 2.67 7.39
GMD3 0.83 3.65
PJ1 6.33 9.11
P2 6.50 9.45
P13 5.00 8.38
BC 9.67 10.64
MSM 7.50 11.21
MIN 12.83 14.18
PC 8.17 10.98
TD 9.17 11.70
KL 7.17 9.84
GDAI 5.17 8.44
GDA2 3.83 7.81
GMD1,2
GMD3
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Projection distance BC: Binet-Cauchy
MSM: MIN:

PC: Procrustes TD: KL:
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