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Calculating Autocorrelation Function for Word Occurrences in Texts and Its Modeling
with Stochastic Processes
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In this study,we attempt to offer a new analyzing point of view for texts in
which occurrences of words are considered as dynamical time series. Based on this interpretation of
texts, we propose a method for calculating autocorrelation function (ACF) which represents the
correlation between occurrences of a considered word. In our method, the basic time unit of the
stochastic process of word occurrence is taken to be one sentence and this allows us a suitable
definition of ACF. The examples of ACF obtained through our method for "conceptual words®"and those for
“nonconceptual words® are given and their characteristic behaviors are discussed. Here, the term
"conceptual word" means the word which is deeply related with the central concepts or themes of text, and
the "nonconceptual word®" represents the word which is not related with themes of text. It was found that
the ACFs for "conceptual words®™ and those for “nonconceptual words® show entirely different
characteristic behaviors.
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