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In this research, it is a purpose to enable the approximation model by the
feedforward neural networks for the function or the system with the highly nonlinear behavior and
huge data by the following studies. Specifically, “ Distribution of large scale data including
highly nonlinear characteristics using statistical method” , and “ Improvement of robustness of
training algorithm by convexity of error function and its decentralization” . Aimed at the
development of the proposed algorithm to solve the complexity and scale of the training problem was
not feasible with conventional methods. Furthermore, this approach is useful for the circuit
modeling for the design and optimization, where analytical formulas are not available or original
model is computationally too expensive. A neural model is trained once, and can be used again and
again. This avoids repetitive circuit simulations where a change in the physical dimension requires
a re-simulation of the circuit structure.
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