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Study on Relation between Student Learning Situation and Lecture Evaluation
Using Student Comments Collected After Every Lessons

MINE, Tsunenori

2,800,000

We analyzed student free-style comments written by themselves just after
every lesson and extract words related to student learning characteristics, learning performance
and/or class assessment. We set five learning attributes:

effort, attitude, understanding, collaboration, findings and proposed novel methods to estimate
student learning performance using the learning attributes. The methods use several machine learning
methods such as SVM, Artificial Neural Network, Random Forest, LDA, pLSA, LSA, Word2Vec,
Multi-instance Learning. We found there were high correlations between combination of the attributes
and student grades. We also showed the effect of teacher interventions for improving the quality of
student comments, understanding student learning situations and estimating student learning
performance.
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Attribute selection worked for improving prediction performance.

2  Topic-based  Method

Attribute-based Mehtod

(5)

T T T T T T T T T T T T T
s i
91 8

g b

E e

S

& 82 i
er B * : : —& —MIL(RF and SVM) B
76| H ; ; i —# —MIL (RF and ANN) i

: ——MIL(DT and Logithoos)
73 .| —F—MIL®F and Logithoos) | . |

i i i i i i i i i i i i i
L(13) L4 LAS) L(16) L(7) L(18) L9 L(1-10) L(1-11) L(1-12)L(1-13) L(1-14) L(1-15)
TP rate in consecutive lessons from lessons 1 to s



(6)

SVM
Random Forest

~=d

A ——
-

J
R\ \

FMEASURE (%)
s s
N o ® f
3 &8 8
- : : -

(7

0.686 o.
0.615 0.6350,625

0.6 0.52 0.543
0.4 0.336 0.368
0.224 0.235) .23
0.174,
0.2 I 131 I
o |

67
IesscnS I Lesson 9 I

-0.233 -0.233

esson 1
-0.2 -0.15

-0.264

= (a) Lecture’s objective m (b) Lecture subject
(d) Attitudes m (e) Cooperation

(c) Understanding
u (f) Others

5

2

€)

4)

(5)

(6)

(7

7
(n Shaymaa E. Sorour,
Kazumasa Goda, Tsunenori Mine,

Comment Data Mining to Estimate
Student Performance Considering
Consecutive Lessons, Educational
Technology & Society Journal, Vol. 20,
No. 1, pp. 73-86, (2017)
http://www.ifets.info/journals/20 1/7.p
df

Vol. 99, pp. 1005-1011,
(2016)

Shaymaa E. Sorour, Kazumasa Goda
and Tsunenori Mine: Evaluation of
Effectiveness of Time-Series
Comments by Using  Machine
Learning Techniques, dJournal of
Information Processing, Vol.23, No.6,
pp.784-794, (2015)
https://www.jstage.jst.go.jp/article/ips]
1ip/23/6/23_784/ pdf

, Vol. J98-D, No. 9, pp.
1247-1255, (2015)

Shaymaa Sorour, Tsunenori Mine,
Kazumasa Goda, Sachio Hirokawa: A
Predictive Model to Evaluate Students
Performance, Journal of Information
Processing, Special Issue of "Students'
and Young Researchers' Papers,"
Vol.23, No.2, pp.192--201, (2015)
https://www.jstage.jst.go.jp/article/ips]
1ip/23/2/23_192/ pdf

- Vol.
25, pp. 129-135, (2015 )

Shaymaa Sorour, Tsunenori Mine,
Kazumasa Goda, Sachio Hirokawa:
Comment Data Mining for Student



eY)

2

€)

4)

(5)

Grade Prediction Considering
Differences in Data for Two Classes,
Journal of Computer & Information
Science (IJCIS), Vol.15, No.2, pp.12-25,
(2014)
http://www.acisinternational.org/journ
al/full/V15%20N2.pdf

14

Shaymaa E. Sorour, Shaimaa Abd El
Rahman, Samir A Kahouf, and
Tsunenori Mine: Understandable
Prediction Model of Student
Performance Using an Attribute
Dictionary, International Conference
on Web-based Learning, pp.161-171
(2016) DOI: 10.1007/978-3-319
-47440-3_18

Shaymaa E. Sorour, Shaymaa Abd
El Rahman, Tsunenori Mine:
Teacher Interventions to Enhance
the Quality of Student Comments

and their Effect on Prediction
Performance, The 46th Annual
Frontiers in Education (FIE)
Conference, (2016) DOI:

10.1109/FIE.2016.7757736

Shaymaa E. Sorour and Tsunenori
Mine, Building an Interpretable
Model of Predicting Student
Performance Using Comment Data
Mining, 5th International
Conference on Learning
Technologies and Learning
Environments (LTLE 2016), in
conjunction with the 5th IIAI
International Congress on Advanced
Applied Informatics 2016, pp.
285-291, July 2016 (Best Student

Paper Award )

Shaymaa E. Sorour, Tsunenori Mine,
Exploring Students’ Learning
Attributes in Consecutive Lessons to
Improve Prediction Performance,
Eighteenth Australasian Computing
Education Conference (ACE), 2nd to
5th  of February (2016) ISBN:
978-1-4503-4042-7, DOI:
10.1145/2843043.2843066

Shaymaa E. Sorour, Kazumasa Goda,
Tsunenori Mine: Estimation of
Student Performance by Considering
Consecutive Lessons, Proc. of ITAT AAI
ESKM 2015, pp. 121-126 (2015)

(6)

(7

®

9

(10) Shaymaa Sorour,

(11) Shaymaa Sorour,

(12) Shaymaa Sorour,

(13) Shaymaa Sorour,

Shaymaa E. Sorour, dJingyi Luo,
Kazumasa Goda, Tsunenori Mine:
Correlation of Grade Prediction
Performance and Characteristics of
Lesson Subject, the 15th IEEE
International Conference on Advanced
Learning Technologies (ICALT 2015),
pp.247-249 (2015)

Jingyi Luo, Shaymaa E. Sorou,
Kazumasa Goda, Tsunenori Mine:
Predicting Studnet Grade based on
Free-style Comments using Word2Vec
and ANN by Considering Prediction

Results Obtained in Consecutive
Lessons, The 8th International
Conference on Educational Data

Mining, (2015)

Shaymaa E. Sorour, Kazumasa Goda,
Tsunenori Mine: Student Performance
Estimation based on Topic Models
Considering a range of Lessons, ATED
2015, pp.790-793 (2015)

Shaymaa E. Sorour, Kazumasa Goda,
Tsunenori Mine: Using Latent Topics
to Estimate Student Performance,
JEC-ECC 2015 The  Third
International Japan-Egypt Conference
on Electronics, Communications and
Computers (2015)

Tsunenori Mine,
Kazumasa Goda: Correlation of Topic
Model and Student Grades Using
Comment Data Mining, SIGCSE 2015,
pp. 441-446, (2015)

Tsunenori Mine,
Kazumasa Goda, Sachio Hirokawa:
Predicting Students' grades based on
free style Comments Data by Artificial
Neural Network, The 44th Annual
Frontiers n Education (FIE)
Conference, pp. 2475-2483, (2014)

Tsunenori Mine,
Kazumasa Goda, Sachio Hirokawa:
Comments data mining for evaluating
student's performance , The 5th IIAI
International Conference on
e-Services and Knowledge
Management (IIAI ESKM 2014), pp.
25--30 , (2014)

Tsunenori Mine,



Kazumasa Goda, Sachio Hirokawa:
Prediction of Students' Grades based
on Free-style Comments Data, The
13th International Conference on
Web-based Learning, LNCS 8613, pp.
142-151, (2014 )

(14) Shaymaa Sorour, Tsunenori Mine,

eY)

eY)

2

2

2

Kazumasa Goda, Sachio Hirokawa:
Efficiency of LSA and K-means in
predicting Students' academic
performance based on comments data,
The 6th International Conference on
Computer Supported Education
(CSEDU2014), Vol. 1, pp.63--74,
(2014)

SAT
III

pp. 153-164, (2017)

MINE, Tsunenori

30243851

HIROKAWA, Sachio

40126785

ISHIOKA, Tsunenori

80311166

(GODA, Kazumasa)

50320396



