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This research project investigates a technology for constructing visual
models of concepts represented by verbs using tagged videos which are stored in web-based video
sharing services such as YouTube. In general, a video consists of several segments, and each of them

has a different semantic content. Therefore, we cannot obtain the complete correspondence between
tags and segments. To cope with this problem, this project proposes a method to extract a set of
segments whose semantic content commonly appears in videos that have the same tag (called “ common
segments” in this report), and construct a visual model of the tag using the extracted segments. In
the process of common segment extraction, it is quite important to measure the similarity between
two segments. This project also proposes a method for calculating the similarity based on a large
scale set of tagged images.
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spotting . hand- hand- I .
g;o:}t: esult | boxing clapping | waving jogging [ running | walking
boxing 65.5 13.3 6.0 6.8 0.0 8.3
handclapping 204 50.4 11.7 7.4 0.5 9.6
handwaving 2.7 6.5 3.3 0.0 6.0
jogging 0.7 1.0 3.3 59.8 0.0 35.2
running 0.0 0.4 1.1 4.0 11.4
walking 0.8 0.7 3.9 8.9 1.0 -
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sz::i‘:g boxin, hand- hand- joggi i Ik
gtr:;: g clapping | waving jogging | running | walking
boxing 7.2 21.6 48.1 4.2 14.6 4.4
handclapping 81 18.1 32.8 21.7 9.0 1.0
handwaving 7.7 16.3 28.6 23.7 11.0 12.6
jogging 3.7 18.3 23.3 25.9 16.3 12.5
running 6.5 14.8 27.6 19.6 20.9 10.6
walking 5.4 3.2 29.1 30.4 26.5 5.4
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